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Abstract

Mobile apps are one of the building blocks of the mobile digital economy. A

differentiating feature of mobile apps to traditional enterprise software is online

reviews, which are available on app marketplaces and represent a valuable source

of consumer feedback on the app. We create a supervised topic modeling approach

for app developers to use mobile reviews as useful sources of quality and customer

feedback, thereby complementing traditional software testing. The approach is

based on a constrained matrix factorization that leverages the relationship between

term frequency and a given response variable in addition to co-occurrences between

terms to recover topics that are both predictive of consumer sentiment and useful

for understanding the underlying textual themes. The factorization can provide

guidance on a single app’s performance as well as systematically compare different

apps over time for benchmarking of features and consumer sentiment. We apply

our approach using a dataset of over 81,000 mobile reviews over several years for

two of the most reviewed online travel agent apps from the iOS and Google Play

marketplaces.
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1 Introduction

Mobile commerce is expected to reach $250 billion by 2020 (MobileBusinessInsights,

2016), and through the increasing prevalence of smartphones, has already started

to significantly influence all forms of economic activity. Increasingly, the mobile

ecosystem is gaining significant attention from enterprises that are porting many

of their standardized enterprise-based software functionalities to mobile platforms

(Serrano et al., 2013). The rise of tablets and smartphones, combined with the cor-

responding drop in PC-based traffic on the Internet (ABIresearch, 2012), suggests

that most enterprises will need to consider “mobile” as an important part of their

service portfolio. A central part of this move to the mobile ecosystem is, of course,

the mobile app.

Mobile apps are software products that are typically embedded in the native

operating system of the mobile device, link to various wireless telecommunication

protocols for communication, and offer specific forms of services to the consumer

(Wasserman, 2010; Krishnan et al., 2000). One critical issue faced by all soft-

ware development teams is that of software quality (Pressman, 2005), leading to

the quality of experience for the user (Kan et al., 1994). The issue of quality of

experience, based on the underlying functionality provided by the mobile app, is

of particular importance in the mobile context (Ickin et al., 2012), especially as

service industries increase their presence in this sphere. Poor quality of experi-

ence on the mobile app can damage the underlying brand (Anthes, 2011), alienate

rewards customers and increase defections to competitors for more casual users,

thus reducing revenues. These issues are also faced in enterprise software develop-

ment contexts, where quality and the customer experience are particularly critical.

To meet these requirements, firms spend considerable time and effort in survey-

ing customers and developing theoretical models of software quality and customer

requirements before-hand (Parasuraman et al., 1988; Pressman, 2005).

In contrast to these organizational efforts to manage quality and customer re-

quirements, however, the mobile developer has access to a significant quantity of

feedback on the quality of experience from the app through the channel of on-

line reviews. Online reviews provide the development team with ready and easily
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accessible feedback on the quality of experience from using the app, while also influ-

encing other potential customers’ download decisions. Moreover, useful information

in such reviews are often found in the text, rather than simply the overall rating for

the app. Thus, an arguably easy approach to understanding user-perceived quality

and satisfaction with a mobile app may be to simply manually read the related on-

line reviews and incorporate this understanding into the app development process.

However, this approach poses several challenges. First, online reviews are char-

acterized by high volume and diversity of opinions, making it harder to parse out

the truly important feedback from non-diagnostic information (Godes and Mayzlin,

2004). Second, they are driven by significant individual biases and idiosyncracies

(Li and Hitt, 2008; Chen and Lurie, 2013; Chen et al., 2014). Finally, reading and

absorbing all reviews associated with an app is infeasible simply due to volume,

given the number of apps that are available on the marketplace, the number of

reviews that are generated per app, and the rate at which new reviews are added,

which is at an increasing rate (Lim et al., 2015).

Researchers at the intersection of software engineering and unstructured data

analysis have developed methodologies to help the app development teams tap into

this useful source of collective information to extract specific insights that may

guide future development work on the app (see Bavota (2016) for a comprehensive

survey). For example, Chen et al. (2014) developed a decision support tool to

automatically filter and rank informative reviews that leverages topic modeling

techniques, sentiment, and classification algorithms. Iacob and Harrison (2013);

Panichella et al. (2015) and Maalej and Nabil (2015) use a combination of linguistic

pattern matching rules and classification algorithms to classify reviews into different

categories, like feature requests and problem discovery, that developers can use to

filter for informative reviews. Galvis Carreño and Winbladh (2013) applied topic

modeling to app store reviews to capture the underlying consumer sentiment at a

given moment in time. Fu et al. (2013) perform regularized regression with word

frequencies as covariates to identify terms with the strong sentiment and guide

subsequent topic modeling of app reviews.

In this work we extend this literature to help understand the evolution of con-
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sumer sentiment over time while benchmarking apps against their competitors by

systematically incorporating time and the competitive landscape into a supervised

topic modeling framework that estimates the impact of certain discussion themes

on the customer experience. Our data contains online reviews from the iTunes and

Google Play marketplaces for two firms at the heart of the travel ecosystem in the

United States, namely Kayak and TripAdvisor. Both these apps are free, and are

aimed at frequent travelers, with functionality for search, managing reservations,

accessing promotions, logging into travel accounts, reviewing travel activities, and

so on.

Figure 1 shows that the time-series of average star ratings for each of the apps

evolves over time as new versions are released. As an illustrative example, important

issues for the Kayak’s managerial and development teams in 2014 (if not sooner)

would be to understand why ratings have trended downwards and how consumer

discussion compares to competing firms, so that appropriate remedial action can

be taken to improve their positioning in the mobile marketplace.

The main idea behind our approach is that features can be derived from the

text not only by considering the co-occurrences between terms in reviews, but also

with the observed association between term usage and star ratings – the response

variable of interest. Thus, by using a constrained matrix factorization approach

we leverage the relationship between terms and the response variable to recover

topics that are predictive of the outcome of interest in addition to being useful

for understanding the underlying textual themes. The model is flexible enough to

analyze multiple apps around common topics with evolving regression coefficients

as new app versions are released to the public. These are important and novel

extensions with respect to the topic modeling literature, since they allows managers

and development teams to go beyond a static summary of the review corpus of

the app to systematically compare different apps over time for benchmarking of

features and consumer sentiment. By pinpointing the causes of user dissatisfaction,

a manager or development team can steer future development appropriately while

ensuring a match between the user experience and the appropriate development

effort by the development team.
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Figure 1: Average app rating over time (with Loess smoothing), by mobile app and
platform. [[Update Figure so that there are no fractional values on the y-axis. The AE
is pretty anal to comment on this...]]

Kayak and TripAdvisor were the two most reviewed travel apps at the time of

collecting the data, which is comprised of 81,291 English reviews across a total of

140 different versions of these apps representing the full history of these apps from

their introduction to the iTunes and Google Play marketplaces until November

2014. Even in this specific context, where we limit our attention to a particular

industry and pair of apps, we see that there are over a 1,000 reviews per app per

year, with even more reviews to be considered if the developer were interested in

examining the reviews of competitor apps as well, thus underscoring the need for a

statistical and semi-automated approach.

The next section presents in detail the proposed matrix factorization model

and estimation framework followed by a review of competing methods in Section 3.

Through a detailed simulation study under different generative models (Section 4)

as well as with the iTunes and Google Play data (Section 5), we show that the

proposed factorization is just as or more accurate when compared to competing

methods for out of sample predictions. We also use the results of the model to

characterize and contrast both apps over time. The paper concludes with a short

discussion on the overall findings, the limitations of our work, and also directions

for future research in Section 6.
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2 Single Stage Predictions with Matrix Fac-

torization

Prior work in the domain of text analytics and online reviews (Cao et al., 2011;

Galvis Carreño and Winbladh, 2013; Tirunillai and Tellis, 2014; Abrahams et al.,

2015; Mankad et al., 2016) has followed a two-stage approach, where one first derives

text features through topic modeling and subsequently applies linear regression or

another statistical model for prediction and inference. In principle there are many

ways to perform this two-stage procedure, both in terms of generating text features

and properly combining them within a statistical model. We address this issue

by integrating both steps together using a matrix factorization framework. The

problem we focus on is prediction and explanation of a response variable when

given a set of documents. Formally, let X ∈ Rn×p+ be a document term matrix

with n documents on the rows and p terms on the columns. Let Y ∈ Rn×1 be a

response vector. Though in our application, Y = {1, 2, 3, 4, 5}n will be composed

of online review scores on iTunes and Google Play, which are better modeled with

an ordered multinomial distribution, we begin by solving in a novel way the case

when the response variable is normally distributed and extend in Section 2.2 to the

ordinal regression setting.

The objective function for the proposed factorization is

minΛ,β ||Y −XΛβ||22 (1)

subject to (Λ)ij ≥ 0 for all i, j.

The p×m non-negative matrix Λ are the term-topic loadings, the m-vector β are

regression coefficients that reveal the effect of each topic on the response Y .

To enhance interpretability of the model, we require that topic loadings satisfies

non-negativity constraints, which has been proposed for matrix factorization with

text and other forms of data in previous works, most notably with extensions of

the Nonnegative Matrix Factorization and Probalistic Latent Semantic Analysis

models (Lee and Seung, 1999, 2001; Ding et al., 2008, 2010). The underlying
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intuition for why non-negativity is helpful with text is given in Xu et al. (2003).

Documents and terms are grouped together by their underlying topics and are also

represented in the document-term matrix as data points in the positive orthant. As

a result, non-negativity constraints result in a factorization that is able to better

match the geometry of the data by estimating correlated vectors that identifies

each group of documents and terms. We build upon this literature and impose

non-negativity to better capture the natural geometry of the data. To understand

the topic composition for a given document, one can inspect the corresponding row

of XΛ, where larger values indicate greater topic importance to the document.

Since the regression coefficients β can take positive and negative values, the

optimization problem most resembles the Semi-Nonnegative Matrix Factorizations

in Ding et al. (2010), which was proposed for clustering and visualization problems,

and Mankad and Michailidis (2013, 2015), who adapt the factorization for network

analysis. The exact form and context of our model is to our knowledge novel, and

manages to avoid the well-known issue of overfitting, which plagues other matrix

factorization approaches in text analysis. Specifically, with classical techniques like

the Latent Semantic Analysis (see the Section 3 for detailed review) (Deerwester

et al., 1990) or Probabilistic Latent Semantic Analysis (Hofmann, 1999), one ex-

tracts topics by estimating a low-rank matrix factorization of the form X ≈ UDV T

subject to, respectively, the orthonormality constraints of Singular Value Decom-

position or probability constraints. In both cases, the number of parameters grows

linearly with the number of documents in the corpus. With the proposed factor-

ization the number of parameters to estimate does not depend on corpus size, and

grows with the size of the vocabulary and number of topics.

We note that the factorization as posed above is not fully identifiable, as the

columns of Λ are subject to permutations. The arbitrary ordering of topics is a

feature present in all topic modeling techniques other than Latent Semantic Analy-

sis. Moreover, note that ΛD and D−1β is another solution with the same objective

value, where D is a positive diagonal m ×m matrix. We explored additional con-

straints on Λ and/or β to fix the scaling, but found that these approaches add

complexity without noticeably improving the stability of the algorithm and quality

7



of the final solution. Thus, we omit further discussion here.

We also note that since the proposed method is not a formal probability model

that requires term frequencies as inputs, the document-term matrix X can be

preprocessed with term-frequency inverse document frequency (TFIDF) weighting

(Salton and Michael, 1983)

(X)ij = tfij log(
n

idfj
),

where tfij denotes the term frequency (word count) of term j in document i, idfj is

the number of documents containing term j, and n is the total number of documents

in the corpus. This normalization has its theoretical basis in information theory

and has been shown to represent the data in a way that better discriminates groups

of documents and terms compared to simple word counts (Robertson, 2004).

Finally, the proposed factorization can be used to generate predictions for any

new document by representing the document with the p-vector x̃ so that the pre-

diction is ŷ = x̃Λ̂β̂.

2.1 Estimation

The estimation approach we present alternates between optimizing with respect to

Λ and β. The algorithm solves for Λ using a projected gradient descent method that

has been effective at balancing cost per iteration and convergence rate for similar

problems posed in Nonnegative Matrix Factorization (Lin, 2007).

Starting with β, when holding Λ fixed, it is easy to verify that the remaining

optimization problem is the usual regression problem leading to

β̂ = (ΛTXTXΛ)−1ΛTXTY.

Turning our attention to Λ, a standard gradient descent algorithm would start

with an initial guess Λ(0) and constants αi and iterate

1. For i = 1, 2, . . .

2. Set Λ(i+1) = Λ(i) − αi∆Λ,
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where the gradient of the objective function with respect to Λ is

∆Λ = XTXΛββT −XTY βT .

Note that XTX and XTY can be precomputed for faster computing time.

Due to the substraction, the non-negativity of Λ cannot be guaranteed. Thus,

the basic idea of projected gradient descent is to project elements in Λ to the

feasible region using the projection function, which for our problem is defined as

P (γ) = max(0, γ). The basic algorithm is then

1. For i = 0, 1, 2, . . .

2. Set Λ(i+1) = P (Λ(i) − αi∆Λ).

To guarantee a sufficient decrease at each iteration and convergence to a sta-

tionary point, the “Armijo rule” developed in Bertsekas (1999, 1976) provides a

sufficient condition for a given αi at each iteration

||Y −XΛ(i+1)β|| − ||Y −XΛ(i)β|| ≤ σ〈∆Λ(i) ,Λ(i+1) − Λ(i)〉, (2)

where σ ∈ (0, 1) and 〈·, ·〉 is the sum of element wise products of two matrices.

Thus, for a given αi, one calculates Λ(i+1) and checks whether (2) is satisifed. If the

condition is satisfied, then the step size αi is appropriate to guarantee convergence

to a stationary point.

The final algorithm is given in pseudocode in Algorithm 1 within Appendix A.

2.2 Extensions for the iTunes and Google Play Apps

Data

In our data and generally with online review scores, Y = {1, 2, 3, 4, 5}n, which are

not well modeled with a normal distribution. To extend the proposed factorization

to better fit our data, we embed the factorization within a popular ordinal regres-

sion, the cumulative odds model of McCullagh (1980), followed by a final extension

that incorporates time dynamics and multiple corpora (apps).
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2.2.1 Ordinal Regression with Embedded Single Stage Matrix Fac-

torization

Keeping with the most popular form of the cumulative odds model would yield

logit(Y = k) = αk +XΛβ,

where logit(k) = log(P (Y ≤ k)/P (Y > k)). The key idea here is the so-called

proportional odds assumption that the regression coefficients XΛβ are independent

of k, the rating level specified for each review. However, this assumption is not

germane to our online reviews data, since the occurrence and discussion of topics

can have sentiment to them (shown in Section 5) and thus are related to the overall

rating of the review. Thus, we utilize a more general version of the cumulative

odds model, where the regression coefficients can vary with the level of the response

variable

logit(Y = k) = αk +XΛβk.

Before we write the likelihood, we introduce some further notation. Let Yk be

binary response vectors for categories k = 1, . . . ,K created from Y . Specifically,

(Yk)j =


1 if (Y )j = k

0 otherwise

for j = 1, . . . , n documents. Let (X)i refer to the ith row of X.

The log-likelihood for the proposed model is

l(Λ, βk|Y,X) =

n∑
i=1

K−1∑
k=1

(Yk)i log(p(k)) + (1−
k∑
j=1

(Yj)i) log(1− p(k)) (3)

=

n∑
i=1

K−1∑
k=1

(Yk)i((X)iΛβk − log(1 + e(X)iΛβk))− (1−
k∑
j=1

(Yj)i) log(1 + e(X)iΛβk),

where p(k) = P (Yi ≤ k|(X)i,Λ, βk) = e(X)iΛβk

1+e(X)iΛβk
. Estimating Λ and βk by max-

imizing the log-likelihood can be done using a similar alternating algorithm with

projected gradient descent as for the basic factorization. When holding Λ fixed,
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βk can be solved with a sequence of logistic regressions. Estimation details are

provided in Appendix B.

Finally, when given a new document x, one can predict the rating by selecting

the response category with largest probability

p(Y = 1|x) = p(1)

p(Y = k|x) = p(k)− p(k − 1), k = 2, . . . ,K − 1

p(Y = K|x) = 1− p(K − 1),

where p(k) = P (Y ≤ k|x,Λ, βk) = exΛβk

1+exΛβk
.

2.2.2 Analyzing Multiple Apps Over Time

This same idea can be applied to further extend the ordinal regression to multiple

apps over time. Analyzing multiple apps with common topics is particularly im-

portant for benchmarking exercises that aim to discover how consumer sentiment

around common features changes between apps.

To analyze multiple apps simultaneously around a common set of topics over

time, the model becomes

logit(Yta = k) = αtak +XtaΛβtak,

where a indexes the set of apps and t denotes time, which can be defined in multiple

ways, including version releases. Note that the number of documents changes with

each app and time interval, but that the vocabulary is kept constant across them so

that Xta is nta× p, Ytak are nta× 1 response vectors, and βtak are m× 1 regression

coefficients for each time interval, app, and rating category.

Such a factorization is appropriate over relatively short intervals that capture

a handful of app releases. Over larger time intervals one would expect Λ to also

change, which raises identifiability concerns. Nonetheless, results from this full

model address an important managerial need to understand the trend of consumer

sentiment for assessment of the competitive landscape as well the effectiveness of

the development team. [[Can put in or reference figures from the real data analysis
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here, and say that they will be discussed in detail further in Section 5.]]

The log-likelihood function becomes

l(Λ, βtak|Ytak, Xta) =
T∑
t=1

A∑
a=1

nta∑
i=1

K−1∑
k=1

(Ytak)i log(p(k)) + (1−
k∑
j=1

(Ytaj)i) log(1− p(k))

=
T∑
t=1

A∑
a=1

nta∑
i=1

K−1∑
k=1

(Ytak)i(XtaiΛβtak − log(1 + eXtaiΛβtak))−

(1−
k∑
j=1

(Ytaj)i) log(1 + eXtaiΛβtak).

When maximizing the log-likelihood to estimate Λ and βtak, one can utilize a fusion

penalty on the regression coefficients to encourage smoothness over time. This can

be advantageous, especially for visualization of the results [[ref]]. However, we find

that the results are interpretable without such a penalty, and hence omit it here

for parsimony. Without a penalty, the estimation is again extremely similar to the

previous ordinal regression model.

3 Relation with Topic Modeling Methods

As shown in Table 1, the historical roots of the proposed factorization go back to

Latent Semantic Analysis (LSA), the most classical technique for topic modeling,

which is based on the Singular Value Decomposition (SVD) of the document-term

matrix X ≈ UDV T (Deerwester et al., 1990). In many information retrieval tasks

X is projected onto the word-topic factors XV T for a low rank representation

of the data. We of course are building on this idea with XΛ. With LSA the

interpretability of the resultant factors can be challenging in practice, which led to

the development of the Probabilistic Latent Semantic Analysis.

Probabilistic Latent Semantic Analysis (pLSA) developed in Hofmann (1999)

is a formal probability model over the joint distribution of words and documents.

The idea is that each word in a document is a sample drawn from a mixture of

multinomial distributions that correspond to different topics. pLSA can be written

in the same algebraic form of SVD but imposes probability constraints, which

greatly improved the interpretation of the resultant factors. In fact, Ding et al.
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(2008) shows an equivalency between the pLSA model and the Non-Negative Matrix

Factorization (NMF) of the document-term matrix when one imposes sum to one

constraints in addition to the non-negativity for the NMF.

While pLSA is widely seen as an improvement over LSA, there are two major

drawbacks. First, the number of parameters to be estimated grows linearly with the

size of the corpus, which can lead to overfitting. Second, there is no systematic way

to assign probabilities to new documents after training the model. As discussed

above, both of these concerns are addressed in our model.
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The latent dirichlet allocation (LDA) of Blei et al. (2003) addresses these two

issues with a hierarchical Bayesian generative model for how documents are con-

structed. LDA has been shown to work very well in practice for data exploration

and unsupervised learning, and hence has been used extensively in text mining ap-

plications (Blei, 2012). We use the following LDA generating process in the next

section to simulate documents in order to study how the proposed and competing

methods perform in a controlled setting under various generating processes and

signal-to-noise environments.

The idea is that documents are constructed in a multi-stage procedure.

1. Define K topics, which are probability distributions over words and denoted

as β1:K .

2. Randomly draw a distribution over topics for the entire corpus θ|α ∼ Dir(α).

3. For each word in a document:

(a) Randomly sample a topic according to the distribution of topics created

in Step 1, i.e., zn ∼Mult(θ).

(b) Randomly sample a word according to the topic, i.e., wn|zn, β1:K ∼

Mult(θ).

The topic proportions are distributed according to a Dirichlet distribution. Topic

and word assignments are conditionally distributed as multinomial. This genera-

tive process defines a joint probability distribution, where the goal is to infer the

conditional distribution of the topic structure given the observed documents and

word counts

p(β1:K , θ1:D, z1:D|w1:D).

This task creates a key statistical challenge that has been addressed with tools like

Gibbs sampling (Porteous et al., 2008) or variational algorithms (Blei and Jordan,

2006).

Titov and McDonald (2008a) develop the Multi-grain Topic Model, which im-

proves the coherance and interpretability of the topic-keywords by adding a hier-

archical topic structure. The dynamic topic model (Blei and Lafferty, 2006) is a

related extension that allows the topic loadings to change over time. These works
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do not consider document annotations or prediction, as in this work.

The supervised latent dirichlet allocation (sLDA) of Mcauliffe and Blei (2008)

also extends the LDA framework to when documents are labeled with a random

variable by adding a last stage, where the response variable is generated from each

document’s topic proportions.

4. For each document, draw a response variable Y |z1:N , η, σ
2 ∼ N(ηT z̄, σ2),

where the prevalence of topics determine the outcome variable.

Extensions to sLDA have been pursued for recommender systems in the contexts

of scientific articles (Wang and Blei, 2011), physical products (Wu and Ester, 2015),

among others. For example, Wang and Blei (2011) models users by representing

them with topic preferences in addition to assuming the text corpus is generated

with LDA. sLDA has also been extended to take into account additional covariates

for the regression step (Agarwal and Chen, 2010).

Our approach is similar to the sLDA model, but there are important differences.

Because sLDA is a formal probabilistic model, it must take as input the term fre-

quencies and requires specification of hyperparameters. sLDA also is a static model

in the sense that the regression coefficients do not evolve in over time or in different

conditions. One could in principal extend the sLDA model to this setting, but there

are nuanced issues around identifiability that need to be carefully considered when

and if both the topic keywords and regression coefficients are changing. In contrast,

because our method is not a formal probability model but a constrained factoriza-

tion, we can represent each document using the term-frequency inverse document

frequency (Robertson, 2004), which has been shown to be advantageous for various

learning tasks. Our model does not require tuning any parameters, whereas sLDA

requires careful specification of hyperparameters. In fact, numerous empirical stud-

ies show that the performance of LDA-based methods with online app reviews is

sensitive to hyperparameter specification (Lu et al., 2011b; Panichella et al., 2013;

Thomas et al., 2013; Bavota, 2016). Our approach is also flexible enough to allow

evolving regression coefficients as new app versions are released to the public and

for multiple apps to be analyzed simultaneously around the same topics. These are

an important and novel extensions, since they allow managers to go beyond a static
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summary to understand how the customer experience is evolving with different apps

and versions.

Another similar and recent work is the multinomial inverse regression of Taddy

(2013), which uses a logistic regression to extract sentiment information from doc-

ument annotations and phrase counts that are modeled as draws from a multino-

mial distribution. The nuanced differences in context leads to different modeling

decisions. Since sentiment analysis is the main objective in Taddy (2013), where

recovering dictionaries is critical, the multinomial inverse regression analysis is done

at the phrase or term-level. Our approach performs topic modeling (grouping of

the terms) at the same time as regression.

[[Aspect based opinion mining: McAuley et al. (2012); Lu et al. (2011a); Brody

and Elhadad (2010); Jo and Oh (2011); Titov and McDonald (2008b); Baccianella

et al. (2009) [[LARA (Wang et al., 2010).]]

4 Simulation Study

We test the accuracy of the proposed model relative to competing methods under

different settings. The first simulation establishes self-consistency of the proposed

factorization, that is, responses are generated from the model implied by the fac-

torization. The second simulation generates responses using the Supervised Latent

Dirichlet Allocation model of Mcauliffe and Blei (2008). For a fair comparison, we

consider the canonical setting underlying (1) with a normally distributed response

and without consideration of time or multiple apps.

The methods we compare are as follows:

1. Latent semantic analysis of the document-term matrix with TFIDF weightings

(denoted as LSA). Once the document term matrix has been decomposed with

SVD, Xtrain ≈ UDV T , the singular vectors in U are used as independent

variables in a regression model Y = XtestV β + ε;

2. Probabilistic latent semantic analysis (denoted as pLSA). Similarly, we es-

timate Y = XtestV β + ε, where V are the probabilistic word-topic loadings

estimated from Xtrain;
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3. Latent Dirichlet Allocation (LDA). Similarly, we estimate Y = XtestV β + ε,

where V are the probabilistic word-topic loadings estimated from Xtrain. The

Dirichlet parameters are chosen through 5-fold cross validation;

4. Supervised LDA (denoted as sLDA). The Dirichlet parameters for the Doc-

ument/Topic and Topic/Term distributions are chosen through 5-fold cross

validation and σ2 is set to be the training sample variance;

5. The proposed factorization of the document-term matrix (denoted as SSMF

for Single-Stage Matrix Factorization).

All analyses are performed using R (R Core Team, 2014), with the “tm” (Feinerer

et al., 2008) and “topicmodels” (Grün and Hornik, 2011) libraries. For sLDA, we

use the collapsed Gibbs sampler implemented in the “lda” package (Chang, 2012).

4.1 Self Consistency

Data are generated to study how proposed the model performs under its implied

generating process, where Y |X,Λ, β, σ2 ∼ Normal(XΛβ, σ2). X is the document

term matrix, (Λ)ij ∼ Uniform[0, 1], and (β)j ∼ Normal(0, 1). Documents are sim-

ulated using the Latent Dirichlet Process (Blei et al., 2003) with both Dirichlet

parameters for Document/Topic and Topic/Term distributions set equal to 0.8.

The number of terms in each document is given by a Poisson random variable with

mean µ, and the number of training and test documents is set to n = 1000, and

the size of the vocabulary p = 2000.

We vary the level of σ = {1, 3, 5} and µ = {15, 250, 2000} to study how each

model performs in different noise and document length levels. Similarly, the esti-

mated number of topics is always equal to the true value and varied from 2 to 20.

After training each model, we assess the accuracy of the predictions on the test set

using the root mean squared error, which are shown in the top panel of Table 2.

The proposed model performs best across all settings. It is notable that the pro-

posed model performs well even when the number of words in each document is

small. This is important since a distinguishing property of app mobile reviews is

that an overwhelming majority are written on mobile devices, leading to shorter

18



and less formal writing styles (Burtch and Hong, 2014). In our real app reviews

data, the average document length is under 20 words.

4.2 Supervised Latent Dirichlet Allocation

Data are generated under the generating process assumed by sLDA (Mcauliffe and

Blei, 2008), where Y |Z, β, σ2 ∼ Normal(βTZ, σ2). Z is the Document/Topic proba-

bility distribution. All other settings are identical to the previous simulation study.

Table 2 shows that the sLDA method performs best in most settings, but that the

gain in performance is relatively small over the proposed method especially when

the documents are long. The robust performance of SSMF in both simulations

with documents of varying length indicates that the proposed factorization should

be useful for our app review data as well as with other corpora.

5 iTunes and Google Play App Reviews

Now that we have established using synthetic data that the proposed approach is

accurate and robust to different generating processes and signal-to-noise levels, we

demonstrate the method’s real-life viability and applicability by using the mobile

apps marketplace data for Kayak and TripAdvisor. We begin by discussing the

preprocessing and model selection steps, followed by a detailed discussion of the

findings.

5.1 Pre-processing

To ensure accurate word counts when forming the document term matrix, we follow

the standard preprocessing steps (Boyd-Graber et al., 2014) of transforming all text

into lowercase, removing words composed of less than three characters and stop-

words (e.g., “a”, “and”, “the”), prefixing a negation flag to the word that follows

(e.g., “not enjoyable” becomes “not enjoyable”), and stemming words, which refers

to the process of reducing words to their base (e.g., “enjoyable” and “enjoying”

become “enjoy”). We then applied the normalization of term frequency weight in

document vector space after removing infrequent terms that have occurred in less
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Self-Consistency

Document Length σ LSA pLSA LDA sLDA SSMF

15 1 5.769 5.774 5.770 4.900 2.300
(3.550) (3.563) (3.557) (2.764) (0.575)

15 3 6.662 6.663 6.664 5.873 4.632
(3.350) (3.356) (3.364) (2.519) (0.652)

15 5 8.212 8.218 8.219 7.417 7.325
(2.986) (2.996) (3.003) (2.170) (1.118)

250 1 23.904 23.770 23.751 20.189 11.727
(15.079) (15.019) (14.984) (11.672) (4.555)

250 3 23.357 23.249 23.240 19.909 11.978
(14.118) (14.035) (14.006) (10.825) (4.225)

250 5 26.296 26.106 26.128 22.188 13.176
(14.961) (14.851) (14.865) (11.407) (4.129)

2000 1 64.211 63.781 63.775 55.678 34.015
(37.507) (37.298) (37.308) (29.851) (13.022)

2000 3 68.355 67.891 67.868 58.553 33.453
(41.674) (41.388) (41.453) (33.466) (13.018)

2000 5 65.539 65.034 65.068 56.208 33.665
(42.247) (41.884) (42.003) (32.910) (12.546)

sLDA Generating Process

Document Length σ LSA pLSA LDA sLDA SSMF

15 1 3.404 3.406 3.405 3.396 4.313
(1.329) (1.324) (1.327) (1.335) (1.536)

15 3 4.443 4.446 4.440 4.426 5.288
(0.948) (0.950) (0.945) (0.955) (1.837)

15 5 6.057 6.059 6.063 6.045 7.064
(0.799) (0.800) (0.798) (0.808) (1.743)

250 1 3.155 3.158 3.158 3.181 3.324
(0.983) (0.985) (0.980) (0.986) (1.343)

250 3 4.385 4.385 4.387 4.415 4.898
(0.849) (0.852) (0.847) (0.845) (1.843)

250 5 5.920 5.922 5.921 5.966 6.977
(0.620) (0.622) (0.621) (0.616) (1.118)

2000 1 3.379 3.378 3.379 3.429 3.360
(1.254) (1.254) (1.253) (1.263) (1.266)

2000 3 4.557 4.551 4.555 4.623 4.545
(1.175) (1.175) (1.176) (1.187) (1.204)

2000 5 6.020 6.017 6.021 6.112 5.993
(0.769) (0.770) (0.765) (0.785) (0.775)

Table 2: Root Mean Squared Error averaged over all ranks from the simulation study
with standard deviations in parentheses.
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than 10 reviews. The resulting total vocabulary size is 2,063 for reviews iTunes and

2,273 for reviews Google Play.

We group reviews into....

5.2 Model Selection

5.3 Results and Discussion

6 Conclusion

We presented a constrained matrix factorization model that performs topic mod-

eling and regression in a single stage. The novelty of this approach is that the

model leverages the relationship between terms and star ratings to recover topics

that are predictive of the outcome of interest in addition to being useful for un-

derstanding the underlying textual themes. Comparing against the most popular

supervised and unsupervised topic modeling frameworks, we find that our approach

is computationally efficient, and just as or more accurate. Our results are in line

with O’Callaghan et al. (2015) who showed that NMF style factorizations may

lead to better solutions over LDA-based approaches especially with niche or non-

mainstream corpora. We extend the factorization to provide guidance on a single

app’s performance as well as systematically compare different apps over time for

benchmarking of features and consumer sentiment.

An important extension in terms of the application to online app reviews is re-

covering market structure. In our data the set of competing apps are dictated by the

core business of each of the firms. Yet, in general with mobile apps the appropriate

set of benchmark apps is unclear, especially from the consumer’s perspective. For

instance, if an app streams video even without it being a core feature, an average

consumer might benchmark this aspect internally against Netflix or the Youtube

app, popular apps that specialize in video playback. Thus, identifying which other

apps are seen by the consumer as competitors or substitutes using online reviews

would address a key challenge in understanding the consumer and in deriving value

from online reviews for companies. As such, a growing number of firms have begun

21



developing dashboards that display summaries of online customer reviews to man-

agers (Han et al., 2016). Our methodology is promising for such summaries that

require speed and prediction accuracy.
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A Algorithm for the Single Stage Matrix Fac-

torization with Normal Responses

The final algorithm is given in Algorithm 1. Searching for an appropriate αi when

updating Λ is the most time-consuming task. To improve runtime, we utilize the

heuristic of using αi−1 as an initial guess for αi, and set σ = 0.01 and γ = 0.9.

Algorithm 1 The Alternating Least Squares Algorithm with projected gradient descent
for normally distributed Y , where the superscript (i) denotes the iteration number.

1: Set i = 0
2: Initialize (β)

(i)
j ∼ N(0, 1) for all j

3: Initialize αi = 1, γ = 0.9
4: while δ ≥ ε and i ≤ max iterations do
5: αi+1 = αi
6: if αi+1 satisfies (2) then
7: repeat
8: αi+1 = αi+1

γ

9: until αi+1 does not satisfies (2)
10: else
11: repeat
12: αi+1 = αi+1γ
13: until αi+1 satisfies (2)
14: end if
15: Set Λ(i+1) = P (Λ(i) − αi+1(XTXΛββT −XTY βT ))
16: Set X̃ = XΛ(i+1).
17: Set for β(i+1) = (X̃T X̃)−1X̃TY .

18: Set δ =
||Y−XΛ(i+1)β(i+1)||22−||Y−XΛ(i)β(i)||22

||Y−XΛ(i)β(i)||22
19: Set i = i+ 1
20: end while

[[Put figure of the objective function over iterations for all 3 models. The fact

that it monotonically decreases is awesome!]]

B Estimation of the Ordinal Regression with

Embedded Single Stage Matrix Factorization

As with the main factorization, the estimation approach we present alternates be-

tween optimizing the log-likelihood (3) with respect to Λ and βk. In fact, the overall

algorithm has the same form as Algorithm 1 with updates to how to solve for βk,
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the gradient of Λ, and the step size selection condition.

When holding Λ fixed, βk can be solved with standard logistic regressions. When

solving for the regression coefficients for the kth category, βk, the response is coded

is 1 if the review rating is less than or equal to k.

When solving for Λ, holding β fixed, we again utilize the projected gradient

descent algorithm with appropriate updates for the gradient of Λ and the Armijo

rule shown below.

The gradient of the log-likelihood with respect to Λ is

∆Λ =
∂l

∂Λ
=

n∑
i=1

K−1∑
m=1

(Ym)i
1

1 + e(X)iΛβm
(X)Ti β

T
m+(1−

m∑
j=1

(Yj)i)
−e(X)iΛβm

1 + e(X)iΛβm
(X)Ti β

T
m.

To guarantee a sufficient decrease at each iteration and convergence to a sta-

tionary point, the Armijo rule is used to select appropriate αi at each iteration

l(Λ(i+1), β|Y,X)− l(Λ(i), β|Y,X) ≤ σ〈∆Λ(i) ,Λ(i+1) − Λ(i)〉,

where σ ∈ (0, 1) and 〈·, ·〉 is the sum of element wise products of two matrices.
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